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“kapan Skripsimu selesai?” 
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yang selesai? Baik itu selesai tepat waktu maupun tidak tepat waktu.  
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ABSTRAK 

 

Miftahul Hayati : Prediksi Jumlah Ternak Puyuh Berdasarkan 

Keuntungan Hasil Produksi Menggunakan Metode 

Inverse Regression 

Puyuh adalah ternak yang sudah banyak dikenal oleh masyarakat sebagai 

salah satu sumber protein hewani. Peternak puyuh harus bisa merumuskan cara 

yang tepat agar dapat memperoleh keuntungan dari hasil produksi yang sesuai 

dengan kebutuhan. Tujuan dari penelitian ini adalah untuk menentukan model 

peramalan jumlah ternak puyuh yang dibutuhkan berdasarkan keuntungan hasil 

produksi. 

Metode yang digunakan dalam penelitian ini adalah metode Inverse 

Regression dengan penduga classic. Pada metode Inverse Regression dengan 

penduga classic ini nilai prediksi    diperoleh dari model prediksi pada variabel 

respon    yang didapatkan dari model persamaan regresi linear sederhana, 

sehingga setiap asumsi yang digunakan pada analisis regresi sederhana juga harus 

dipenuhi pada metode penduga classic. 

Peramalan menggunakan metode Inverse Regression dengan penduga 

classic menghasilkan model prediksi jumlah produksi yang dibutuhkan adalah  

 ̂  
            

   
 dan dengan tingkat kepercayaan sebesar    ,  maka selang 

prediksi jumlah produksi ternak puyuh menggunakan metode Inverse Regression 

penduga classic adalah  

 ̅  

                     √
        (             )

 

 (               )

           
     ̅  

                     √
        (             )

 

 (               )

           
 

Karena rata-rata produksi ternak puyuh adalah     dari jumlah ternak, maka 

prediksi untuk jumlah ternak yang dibutuhkan adalah 
   

  
 dari jumlah produksi. 

 

Kata kunci – Inverse Regression Classic, Peramalan Regresi, Ternak puyuh  
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BAB I 

PENDAHULUAN 
 

A. Latar Belakang Masalah 

Pangan asal ternak sangat dibutuhkan bagi pertumbuhan, kesehatan, 

dan kecerdasan masyarakat. Menurut Diwyanto (2005:11), dalam beberapa 

dasawarsa terakhir ini permintaan produk peternakan cendrung terus 

meningkat, seirama dengan pertambahan penduduk, perkembangan ekonomi 

masyarakat, perbaikan tingkat pendidikan, serta perubahan gaya hidup 

sebagai akibat arus globalisasi dan urbanisasi. Menurut Prasetio (2010: 1), 

segmen pasar untuk bidang peternakan ini sangat luas, karena tidak hanya 

terbatas pada pasar dalam negeri saja, tetapi pasar global pun cukup 

berpotensi dan menjanjikan, karena adanya permintaan yang juga cukup 

tinggi dari pasar global. 

Kabupaten Lima Puluh Kota memiliki sumber daya lingkungan yang 

sangat memadai dalam bidang peternakan, menjadikan kabupaten ini terkenal 

dengan salah satu sumber protein hewani yang memenuhi permintan pasar, 

terutama dalam hal produksi telur ayam ras. Tiga kecamatan yang menjadi 

penghasil utama dari telur ayam ras yaitu, Kecamatan Mungka, Kecamatan 

Payakumbuh, dan Kecamatan Guguak. Pada Kabupaten Lima Puluh Kota 

dalam Angka 2016 dari Badan Pusat Statistik Kabupaten Lima Puluh Kota 

tercatat jumlah ternak ayam ras dari tiga kecamatan tersebut dari tahun 2013 

sampai pada tahun 2015 terjadi penurunan jumlah ternak ayam yang sangat 

banyak, yaitu mencapai 612.975 ekor ternak ayam, penurunan  
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jumlah ternak ini disebabkan oleh harga jual dari hasil produksi yang sangat 

rendah sementara harga pakan ayam semakin tinggi.  

Salah satu upaya untuk mengurangi kerugian, beberapa dari peternak 

mengganti ternaknya dengan burung puyuh. Kabupaten Lima Puluh Kota 

dalam Angka 2016 mencatat adanya kenaikan jumlah produksi burung puyuh 

sebanyak 299.328,20 kg dari tahun 2013 sampai tahun 2015. Salah satu 

penyalur hasil produksi ternak puyuh di Kabupaten Lima Puluh Kota adalah 

Mitra PS, yang mencatat data permintaan pasar akan hasil produksi ternak 

puyuh diawal tahun 2017 mencapai 70.000 butir per harinya, sedangkan hasil 

produksi ternak puyuh yang ada hanya mencapai setengah dari permintaan 

pasar. 

Ternak puyuh sudah mulai dikenal oleh masyarakat semenjak 20 

tahun yang lalu. Puyuh sudah diternakkan oleh berbagai lapisan masyarakat, 

meskipun belum sepopuler ayam ras dan ayam kampung. Beternak puyuh ini 

merupakan usaha yang dapat dikerjakan menjadi usaha utama maupun 

sebagai usaha sampingan. Menurut Wheindrata (2014: 2) ternak puyuh ini 

menjadi banyak diminati oleh masyarakat disebabkan oleh beberapa faktor 

yaitu: usaha ini tidak menuntut tempat atau lahan yang luas, cara beternak dan 

pemeliharaannya tergolong sangat mudah, bibit puyuh mudah didapatkan, 

tidak membutuhkan modal yang terlalu banyak, dan cepat menghasilkan 

karena umur mulai berproduksinya hanya 42 hari. 

Keuntungan dari peternakan puyuh sangat bergantung kepada jumlah 

hasil produksi atau jumlah telur dari puyuh tersebut. Agar keuntungan yang 
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dihasilkan dapat memenuhi kebutuhan peternak per bulannya, maka peternak 

bisa memprediksi jumlah puyuh yang harus diternakkan menggunakan pola 

hubungan sebab-akibat. Dimana menurut Montgomery dkk,. (2006: 12), 

teknik statistika yang dapat digunakan untuk memeriksa dan memodelkan 

hubungan sebab-akibat antara dua buah atau lebih variabel dinamakan dengan 

analisis regresi. Menurut Quadratullah (2013: 19) analisis regresi linear yang 

hanya melibatkan dua buah variabel, yaitu satu variabel respon dan satu 

variabel regressor disebut dengan analisis regresi linear sederhana. Dalam hal 

ini keuntungan bertindak sebagai respon dan jumlah produksi telur puyuh 

merupakan regressor. 

Terdapat suatu permasalahan dalam regresi linear sederhana, dimana 

untuk suatu nilai   tertentu, katakanlah    dan akan ditentukan nilai ramalan 

   menurut Draper dan Smith (1992: 44) permasalahan ini dinamakan dengan 

regresi kebalikan (Inverse Regression). Dalam permasalahan ini akan 

dibicarakan prediksi jumlah ternak puyuh yang harus dipelihara agar dapat 

mencapai keuntungan produksi yang diharapkan. Apabila peternakan 

menginginkan rata-rata keuntungan dalam jumlah tertentu perharinya, maka 

dapat diketahui jumlah prediksi ternak puyuh yang harus dipelihara untuk 

meningkatkan dan mencapai keuntungan hasil produksi dari ternak puyuh 

tersebut. 

Analisis Inverse Regression adalah metode yang biasa digunakan 

untuk memprediksi nilai dari variabel   katakanlah    berdasarkan nilai 

variabel   yang berkorespondensi dengan nilai    tersebut. Menurut Freund 
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dan Walpole (1987: 333) pendugaan nilai dari    ini disebut dengan 

pendugaan titik (point estimation) karena pendugaan nilai tersebut 

menggunakan nilai tunggal, atau nilai    dapat diberikan untuk menduga nilai 

  . 

Montgomery (2006:489) mengatakan bahwa untuk menduga   dari   

dapat menggunakan metode penduga classic. Dimana pendugaan ditentukan 

dari model  ̂   ̂   ̂   dengan  ̂  merupakan titik potong kurva terhadap 

sumbu   dan  ̂  adalah kemiringan kurva linier. Kemudian akan diberikan 

nilai nilai observasi baru (  ) dari nilai tersebut akan diduga nilai dari   . 

Karena nilai dugaan    didapatkan dari model prediksi pada variabel respon   

yang diperoleh dari model persamaan linear sederhana, sehingga setiap 

asumsi yang digunakan pada regresi sederhana juga harus dipenuhi pada 

metode penduga classic. 

Berdasarkan uraian di atas, maka akan dicari prediksi dari jumlah 

ternak puyuh yang disediakan berdasarkan keuntungan perharinya 

menggunakan metode Inverse Regression dengan penduga classic. Untuk itu 

penelitian ini diberi judul dengan “Prediksi Jumlah Ternak Puyuh 

Berdasarkan Keuntungan Hasil Produksi Menggunakan Metode Inverse 

Regression” 

B. Batasan Masalah 

Batasan masalah dalam penelitian ini adalah hanya membahas 

masalah model peramalan untuk memprediksi jumlah ternak puyuh yang 
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harus dipelihara berdasarkan keuntungan hasil produksi menggunakan 

metode Inverse Reggresion dengan penduga classic. 

C. Rumusan Masalah 

Berdasarkan uraian pada latar belakang, maka dapat dirumuskan suatu 

masalah yaitu “Bagaimana bentuk model peramalan untuk memprediksi 

jumlah ternak puyuh yang harus dipelihara berdasarkan keuntungan hasil 

produksi menggunakan metode Inverse Regression dengan penduga classic?” 

D. Pendekatan dan Pertanyaan Penelitian 

Pendekatan yang digunakan dalam penelitian ini adalah pendekatan 

deskriptif yang diikuti dengan analisis data dengan menggunakan teori yang 

relefan terhadap permasalahan yang akan dibahas. Adapun pertanyaan 

penelitian yang akan dijawab adalah: 

1. Apa bentuk model peramalan untuk memprediksi jumlah ternak puyuh 

yang harus dipelihara berdasarkan keuntungan hasil produksi 

menggunakan metode Inverse Regression dengan penduga classic? 

2. Berapa selang prediksi untuk ramalan jumlah ternak puyuh yang harus 

dipelihara berdasarkan keuntungan hasil produksi menggunakan metode 

Inverse Regression dengan penduga classic? 

E. Tujuan Penelitian 

Tujuan yang ingin dicapai dalam penelitian ini adalah 

1. Menentukan bentuk model peramalan untuk memprediksi jumlah ternak 

puyuh yang harus dipelihara berdasarkan keuntungan hasil poduksi 

menggunakan metode Inverse Regression dengan penduga classic. 
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2. Menentukan selang prediksi untuk ramalan jumlah ternak puyuh yang 

harus dipelihara berdasarkan keuntungan hasil poduksi menggunakan 

metode Inverse Regression dengan penduga classic. 

F. Manfaat Penelitian 

Manfaat yang diharapkan dari penelitian ini antara lain: 

1. Bagi mahasiswa, 

Menambah ilmu dan wawasan tentang penerapan metode Inverse 

Regression dengan penduga classic dalam menyelesaikan permasalahan 

regresi. 

2. Bagi peternakan terkait, 

Sebagai bahan pertimbangan untuk meramalkan jumalah ternak puyuh 

yang harus disediakan berdasarkan keuntungan hasil produksinya. 

3. Bagi peneliti selanjutnya 

Referensi bagi peneliti selanjutnya yang ingin menerapkan penggunaan 

metode Inverse regression dengan penduga classic pada bidang kajian 

yang lain. 
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BAB II 

KAJIAN PUSTAKA 

 

A. Peternakan 

1. Sejarah dan Perkembangan Peternakan 

Beternak merupakan salah satu dari mata pencaharian yang 

berkembang dimasyarakat. Sistem beternak telah diperkirakan ada 

semenjak zaman batu yaitu masa antara empat juta tahun sebelum 

Masehi sampai kira-kira sepuluh ribu tahun sebelum Masehi. Perternakan 

zaman batu dimulai dengan domestikasi anjing, kambing, dan domba, hal 

ini dilihat dari peninggalan zaman tersebut berupa lukisan dan alat-alat 

yang terbuat dari batu (Tamburaka, 2002:280-283). Peternakan kemudian 

semakin berkembang pada masa Neolitikum, yaitu masa ketika manusia 

mulai tinggal menetap dalam sebuah kampung yang dimulai sekitar 9000 

tahun sebelum Masehi. Pada masa inilah domba dan kambing yang pada 

mulanya hanya dimanfaatkan dalam hal daging saja mulai dimanfaatkan 

juga untuk menghasilkan susu dan wol. Seiring berkembangnya 

pengetahuan, manusia juga mulai memelihara sapi dan kerbau untuk 

diambil hasil kulit dan susunya, serta juga memanfaatkan tenaganya. 

Kemudian manusia juga mulai mengembangkan peternakan kuda, babi, 

unta, unggas dan hewan ternak lainnya ( Soekadiso, 1999:274-276). 

Secara umum peternakan merukan suatu kegiatan yang 

mengembang biakkan dan membudidayakan hewan ternak untuk
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mendapatkan keuntungan dari kegiatan tersebut. Akan tetapi peternakan 

tidak hanya sebatas pada pemeliharaan saja, di mana antara memelihara 

dengan peternakan memiliki perbedaan yaitu tujuan pelaksanaannya. 

Iskandar (2009: 56-58) mengemukakan di Indonesia peternakan yang 

berkembang  pada masyarakat dapat dikelompokkan menjadi tiga 

kelompok yaitu, peternakan hewan besar, peternakan hewan kecil, dan 

peternakan unggas. Pernakan hewan besar merupakan peternakan yang 

memelihara hewan ternak yang berukuran besar seperti kuda, kerbau, dan 

sapi. Pernakan hewan kecil adalah peternakan yang memelihara hewan 

ternak berukuran kecil seperti halnya kambing, babi, domba, dan kelinci. 

Sedangkan peternkan unggas adalah peternakan yang memelihara hewan 

ternak yang bersayap atau sebangsa burung seperti ayam, itik, angsa, dan 

burung puyuh. 

2. Ternak Puyuh 

Hampir semua orang mengenal hewan yang satu ini, terutama 

telur dari ternak puyuh, karena hampir diseluruh pasar tradisional 

maupun pasar modern menjual hasil produksi dari ternak puyuh ini. 

Bentuk telurnya yang mungil dan bercorak hitam-putih menjadikan telur 

ini terlihat nyentrik dan memiliki daya tarik tersendiri (Prasetio, 

2010:87). Ternak puyuh ini juga sudah mulai dikenal masyarakat 

semenjak 20 tahun yang lalu dan sudah diternakan diberbagai lapisan 

masyarakat. 
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Usaha ternak burung puyuh dapat memanfaatkan ruang atau 

halaman kosong sehingga berdaya guna dan berhasil guna. Menurut 

Wheindrata (2014:2-3), beberapa faktor yang menyebabkan peternakan 

burung puyuh dapat tumbuh dengan pesat yaitu: 

a. Bisa memanfaatkan lahan yang sempit dengan modal yang tidak 

besar. 

b. Cara pemeliharaan ternak yang mudah. 

c. Bibit ternak mudah didapatkan. 

d. Biaya perawatan rendah dengan keuntungan yang tinggi. 

e. Kemampuan untuk berproduksi dalam waktu yang singkat dan hasil 

produksi yang tinggi. 

f. Permintaan pasar yang sangat banyak. 

B. Ekspektasi Matematika 

1. Nilai Harapan (Rataan) 

Ekspektasi menyatakan suatu nilai harapan terhadap distribusi dari 

data tertentu (Walpole, 1992:131). Nilai tengah atau nilai harapan suatu 

peubah acak dapat ditafsirkan sebagai nilai tengah populasi atau nilai 

tengah sebaran. Dengan nilai ekspektasi akan diperoleh gambaran 

distribusi data, yang berupa besaran suatu data. Menurut Freund dan 

Walpole (1987:135) nilai harapan didefenisikan sebagai berikut: 

Jika   adalah sebuah variabel acak kontinu, dan  ( ) adalah nilai fungsi 

padat peluang (f.p.p) dari  . Maka nilai harapan dari   adalah: 
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 ( )  ∫    ( )  

 

  

 

Sebagai mana yang dijelaskan oleh Freund dan Walpole, (1987:137) dari 

defenisi tersebut didapatkan teorema sebagai berikut: 

Jika   adalah variabel acak kontinu, dan  ( ) adalah nilai fungsi padat 

peluang (f.p.p) dari  . Maka nilai harapan dari variabel acak  ( ) 

adalah: 

 [ ( )]  ∫  ( )   ( )  

 

  

 

Pembuktian teorema:  

Berdasarkan definisi dari nilai harapan, maka diperoleh nilai harapan 

bagi variabel acak  ( ) adalah dengan mengganti   dengan 

 ( ) sehinga diperoleh: 

  ( )   [ ( )]  ∫  ( ) ( )  
 

  

 

2. Variansi (Ragam) 

Variansi merupakan salah satu teknik satistik yang digunakan 

dalam menjelaskan homogenitas kelompok. Dimana variansi merupakan 

jumlah kuadrat dari deviasi nilai-nilai individual terhadap rata-rata 

kelompok. Sedangkan akar dari variansi disebut sebagai standar deviasi 

atau simpangan baku (Syafriandi dkk., 1999:22-23). Menurut Freund dan 

Walpole, (1987:147) 
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Jika   adalah variabel acak kontinu yang memiliki f.p.p yaitu  ( ) dan 

 ( )   . Maka variansi dari   adalah 

    [ ]   [(   [ ]) ]  ∫(   )  ( )   

 

  

 

Dalam sebuah teorema dijelaskan bahwa: variansi dari variabel acak   

dapat dihitung dengan  

  ( )   (  )     

(Freund dan Walpole, 1987:148) 

Pembuktian teorema:  

Berdasarkan definisi 2, diperoleh variansi dengan peubah acak   adalah 

   ( )   [   ( ) ]   [(   ) ] 

  (         )   (  )     ( )     

  (  )          (  )     

3. Kovariansi 

Kovariansi menentukan sejauh mana dua variabel saling 

berkaitan. Dijelaskan oleh Freund dan Walpole (1987:161) bahwa 

defenisi dari kovariansi adalah sebagai berikut: 

Apabila   dan   merupakan variabel acak kontinu dengan f.p.p 

gabungannya  (   ). Maka kovariansi dari   dan   adalah: 

   (   )        [(    )(    )] 

 ∫ ∫(    )(    )  (   )
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C. Distribusi Sampling 

1. Sampel Acak 

Sampel acak sangat dibutuhkan dalam permasalahan Invers 

Regression. Adapun beberapa defenisi dari sampel acak menurut Freund 

dan Walpole (1987:272-273) yaitu sebagai berikut: 

Jika            adalah variabel acak yang saling bebas dan identik, 

maka            dikatakan sampel acak apabila berasal dari populasi 

yang tak terbatas. 

Dengan rataan sampel dan variansinya didefinisikan sebagai berikut: 

Jika             adalah sampel acak, maka rataan sampelnya adalah 

 ̅  
∑   
 
   

 
 

Sedangkan variansi dari sampel adalah 

   
∑ (    ̅)
 
   

   
 

2. Distribusi Normal 

Distribusi normal merupakan distribusi yang sangat penting 

dalam bidang statistika. Distribusi normal ini juga disebut dengan 

distribusi Gauss (Walpole, 1992:180). Menurut Freund dan Walpole 

(1987:221-223), distribusi normal didefinisikan sebagai berikut: 

Jika   adalah suatu peubah acak yang berdistribusi normal, maka 

memiliki fungsi padat peluang (f.p.p) sebagai berikut: 

 ( )  
 

 √  
  
 
 
(
   
 
)
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untuk setiap        dan     

Suatu distribusi normal dikatakan distribusi normal baku apabila: 

Distribusi normal dengan     dan     disebut sebagai distribusi 

normal baku. 

3. Distribusi   

Distribusi   berada disekitar nilai tengah nol, sehingga memiliki 

bentuk menyerupai genta (bel). Selain bergangtung terhadap  ̅ distribusi 

  juga bergantung kepada nilai   . Dalam sebuah teorema dijelaskan oleh 

Freund dan Walpole (1987:291), bahwa:   

Jika  ̅ dan    adalah rataan dan variansi dari sebuah sampel acak yang 

berukuran   dari distribusi normal dengan rataan   dan variansi   , 

maka: 

  
 ̅   

  √  
 

Pembuktian Teorema:  

Misalkan   adalah variabel dengan distribusi normal baku dimana 

  
 ̅  
 
√ 
⁄

 dan   adalah ariabel acak berdistribusi Khi-kuadrat dimana 

  
(   )  

  
 dengan derajat kebebasan      . Karena   dan   bebas, 

maka   
 

√
 

 

 bedistribusi   dengan derajat bebas    , sehingga 

diperoleh: 

  
 

√    ⁄
 

 ̅   
 
√ 
⁄

√ 
(   )  

  
   ⁄

 

 ̅   
 
√ 
⁄

 
 ⁄
 
 ̅   
 
√ 
⁄
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4. Distribusi   

Freund dan Walpole (1987:294) menjelaskan sebuah teorema sebagai 

berikut: 

Jika   
  dan   

  adalah variansi dari sampel acak dan bebas berukuran    

dan    populasi normal dengan variansi   
  dan   

 , maka 

  

  
 

  
 

  
 

  
 

 
  
   
 

  
   
  

merupakan distribusi   dengan derajat bebas      dan     . 

Pembuktian Teorema:  

Misalkan   dan    adalah ariabel acak berdistribusi Khi-kuadrat yaitu 

   
(    )  

 

  
    

    
 dan    

(    )  
 

  
    

    
dengan   

  dan   
  

adalah variansi dari sampel acak dan bebas berukuran    dan    dari 

populasi normal dengan variansi   
  dan   

  sehingga diperoleh 

  
    ⁄

    ⁄
  

(    )  
 

  
     ⁄

(    )  
 

  
     ⁄

 

(
  
 

  
 )

(
  
 

  
 )

 
  
   
 

  
   
  

D. Analisis Regresi Linear 

Metode statistika yang dapat digunakan untuk mencari pola hubungan 

antara variabel terikat   dengan satu variabel bebas   dinamakan analisis 

regresi linear (Montgomery dkk., 2006:1). Hal-hal yang berhubungan dengan 

regresi linear adalah sebagai berikut: 
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1. Regresi Linear Sederhana 

Regresi linear sederhana adalah regresi linear yang hanya 

melibatkan dua variabel, yaitu satu variabel respons dan satu variabel 

regressor (Quadratullah, 2013:19). Model dari regresi linear sederhana 

adalah: 

           (1) 

dimana  

    variabel terikat (respons) 

    variabel bebas (regressor) 

     titik potong kurva terhadap sumbu   (intercept) 

     kemiringan kurva linear (slope) 

    galat 

Menurut Montgomery dkk, (2006:122) terdapat beberapa asumsi 

yang harus dipenuhi dalam regresi linear sederhana yaitu: 

a. Kelinearan (Linearity) 

Asumsi pertama yang harus dipenuhi dalam analisis regresi 

sederhana adalah melihat kelinearan antara variabel bebas dan 

variabel terikat (Montgomery dkk., 2006:122). Untuk melihat 

kelinearan maka diperlukan uji kelinearan model dan uji kelinearan 

parameter.  

1) Uji Kelinearan Model 

Sembiring (1995:234) menyatakan bahwa, dalam uji 

kelinearan model digunakan uji  , yaitu untuk menguji 
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hubungan antara variabel bebas dan variabel terikat. Uji 

kelinearan model bertujuan untuk mengukur secara bersama 

atau serentak dampak yang ditimbulkan dari variabel bebas 

terhadap variabel terikat. 

Hipotesis: 

         (tidak terdapat hubungan linear antara variabel  

bebas dan variabel terikat) 

          (terdapat hubungan linear antara variabel bebas 

dan variabel terikat)  

Uji statistik yang digunakan dalam uji kelayakan model adalah: 

   

     
     
⁄

     
     
⁄

 

 
     

 ⁄

     
(   )⁄

 

       ∑ (    ̅)
   

    jumlah kuadrat regresi 

        ∑ (    ̂)
   

    jumlah kuadrat residuals 

       derajat bebas regresi 

        derajat bebas residuals 

            jumlah sampel 

Dengan kriterianya: 

Gagal tolak    apabila             atau 

Tolak    apabila             . 

Statistika ini mengikuti distribusi   yang memiliki 

derajat kebebasan sama dengan    . Apabila nilai         
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yang didapatkan lebih besar dari nilai        maka ini berarti 

menolak   , dengan kata lain parameter    tidak sama dengan 

nol pada model yang didapatkan. Sehingga dapat disimpulkan 

bahwa terdapat hubungan secara linear antara variabel terikat 

dengan variabel bebas, maka model dapat disarankan untuk 

digunakan. 

2) Uji Kelinearan Parameter 

Apabila pengujian kelinearan telah dilakukan, maka 

selanjutnya perlu melakukan uji kelinearan parameter. Dimana 

uji kelinearan parameter bertujuan untuk mengukur secara 

terpisah dampak yang ditimbulkan dari variabel bebas terhadap 

variabel terikat. Uji kelinearan  parameter ini dapat dilihat 

dengan menggunkan uji  . 

Hipotesis: 

         (tidak ada pengaruh antara variabel bebas    

terhadap variabel terikat) 

           (terdapat pengaruh antara variabel bebas    

terhadap variabel terikat) 

Menggunakan uji statistik sebagai berikut: 

   
 ̂ 

  ( ̂ )
 

Dengan kriterianya: 

Gagal tolak    apabila |  |    
 
 (   ) atau 
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Tolak    apabila |  |    
 
 (   ) 

Hal ini berarti apabila |  |         dengan tingkat kepercayaan 

sebesar (   )     maka menolak   . Sehingga dapat 

diambil kesimpulan bahwa variabel bebas mempengaruhi 

variabel terikat (Montgomery dkk., 2006:24). 

b. Kebebasan Nilai Sisa (Independence of Residuals) 

Tidak adanya korelasi antara galat yang satu dengan galat 

lainnya dinyatakan dengan    (      )    (Mulyono, 1998:205). 

Asumsi ini dikenal dengan istilah non autokorelasi. Sisaan yang 

saling bebas atau galat tidak berkorelasi dengan sesamanya berarti 

bahwa nilai satu pengamatan tidak dipengaruhi oleh pengamatan 

lainnya. 

Uji yang sering digunakan untuk melihat apakah ada atau 

tidak adanya korelasi atar galat ialah uji Durbin-Watson (DW). 

Menurut (Sembiring, 1995:289), uji DW didasarkan pada rumus 

statistik berikut: 

  
∑ (       )

  
   

∑   
  

   

 

dimana: 

         galat pada pengamatan ke   

      = galat pada pengamatan sebelum ke   

Kriteria yang digunakan dalam pengujian Durbin-Watson 

adalah: 
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Apabila       , berarti terdapat autokorelasi positif 

Apabila    (    ) , berarti terdapat autokorelasi negatif 

Apabila      dan (   )     , berarti tidak terdapat 

autokorelasi. 

Di mana:   : nilai Durbin-Watson 

    : nilai kritis Lower (bawah) dari tabel Durbin-

Watson 

    : nilai kritis upper (atas) dari tabel Durbin-Watson 

c. Homoskedastisitas (Homoscedasticity) 

Asumsi homoskedastisitas secara teknik dinyatakan dengan 

   (  )   
  yang juga menyatakan variansi    untuk setiap    

adalah satu angka positif yang sama dengan   . Dengan kata lain, 

untuk setiap galat mempunyai variansi yang sama (Gujarat, 

1978:36). 

Menurut Montgomery (2006:131), untuk memeriksa asumsi 

kehomogenan dari ragam sisaan dapat menggunakan plot of 

residuals versus the fitted values, dimana apabila sebaran titik pada 

plot of residuals versus the fitted values tersebar secara acak, tidak 

terdapat pola yang sistematis (satisfactory) serta titik-titik menyebar 

disekitar angka nol, maka dapat dinyatakan asumsi kehomogenan 

ragam sisaan terpenuhi. 
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Gambar 1. Pola Grafik Homoskedastisitas dan 

Heteroskedastisitas 

 

Gambar di atas menunjukkan pola grafik (a) 

Homoskedastisitas dan (b), (c), (d), (e), (f) menunjukkan pola grafik 

heteroskedastisitas. Menurut Quadratullah (2013:195), salah satu uji 

yang dapat digunakan untuk melihat homoskedastisitas adalah uji 

Goldfeld-Quandt. 

    Homoskedastisitas 

    Heteroskedastisitas 

Statistik uji yang digunakan yaitu: 

  
∑   

  
   

∑   
  

   

 

Kriteria: 

Apabila          maka terima   , 

dan apabila          maka tolah   . 
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d. Kenormalan Nilai Sisa (Normality of Residuals) 

Menurut Mulyono (1998:204), kenormalan galat yaitu 

kesalahan atau galat (error) mengikuti distribusi normal dengan rata-

rata nol dan variansi   . Untuk dapat melihat kenormalan galat 

tersebut dapat menggunakan uji Anderson-Darling. 

    galat berdistribusi normal 

    galat tidak berdistribusi normal 

Data yang akan diuji distribusi normalnya dengan tingkat 

signifikan sebesar   maka menurut Fallo (2013:152), dapat 

menggunakan uji Anderson-darling dengan rumus sebagai berikut: 

       

dengan 

    Statistik uji untuk metode Anderson-Darling, 

    ukuran sampel, 

    data ke-i yang telah diurutkan, 

    data    yang distandarisasi, 

 ̅    rata-rata data, 

    standard deviasi data (√
∑ (    ̅)
 
   

   
) 

 (  )   nilai fungsi distribusi kumulatif normal baku di   . 

Nilai kritis dari uji Anderson-Darling bergantung pada 

distribusi yang akan diuji. Kriteria untuk keputusan tolak    apabila 

  lebih besar dari nilai kritis yang telah ditentukan. 
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Jika salah satu dari asumsi tidak dipenuhi maka dapat 

dilakukan transformasi. Sembiring (1995:195) mengatakan bahwa 

transformasi bertujuan untuk mengusahakan anggapan regresi 

dipenuhi seperti kenormalan, kesamaan variansi, dan peubah bebas 

yang masuk ke dalam persamaan regresi linier. 

2. Penduga Parameter Regresi 

Koefisien regresi    dan    merupakan parameter dan nilainya 

tidak diketahui, tetapi dapat diestimasi dari data sampel. Salah satu 

metode estimasi yang biasa digunakan untuk mengestimasinya, yaitu 

Metode Kuadrat Terkecil atau sering disebut dengan metode OLS 

(Ordinary Least Square) (Quadratullah, 2013:21). Pengestimasian 

menggunakan   data berpasangan, misalkan (     )           data 

berpasangan. Model yang didapatkan untuk   data berpasangan adalah: 

    ̂   ̂       (2) 

Dalam metode kuadrat terkecil untuk menentukan koefisien 

regresi    dan    dengan cara membuat   minimum yaitu mencari 

turunan parsial pertama   terhadap    dan    kemudian menyamakannya 

dengan nol (Sembiring, 1995:47). Berikut akan dicari nilai    dan   : 

  ∑  
 

 

   

 ∑(    ̂   ̂   )
 

 

   

 
(3) 

Turunan dari   terhadap    didapatkan sebagai berikut: 
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|
    ̂ 

   ∑(    ̂   ̂   )    

 

   

 
(4) 

Turunan dari   terhadap    didapatka sebagai berikut: 

  

   
|
    ̂ 

   ∑(    ̂   ̂   )    

 

   

 
(5) 

Dengan menyelesaikan persamaan ( ) dan ( ) di atas, 

  ∑(    ̂   ̂   )   

 

   

 

∑(    ̂   ̂   )   

 

   

 

∑(     ̂ )   ̂ ∑  

 

    

  

 

   

 

apabila 

 ̅  ∑
  
 

 

   

      ̅  ∑
  
 

 

   

  

maka diperoleh  

  ̅    ̂    ̂  ̅    

         ̅   ̂   ̂  ̅    

            ̂   ̅   ̂  ̅ 

Dari persamaan ( ) diperoleh  

  ∑(    ̂   ̂   )(  )   

 

   

 

∑(      ̂     ̂   
 )   
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∑(    )   ̂ ∑(  )  

 

   

 

   

 ̂ ∑(  
 )

 

   

   

 ̂ ∑(  )  

 

   

 ̂ ∑  
 

 

   

 ∑    

 

   

 

apabila 

 ̅  ∑
  
 

 

   

      ̅  ∑
  
 

 

   

  

sehingga diperoleh 

( ̅   ̂  ̅)  ̅   ̂ ∑  
 

 

   

 ∑    

 

   

 

  ̅ ̅   ̂  ̅  ̅   ̂ ∑  
 

 

   

 ∑    

 

   

 

  ̅ ̅   ̂   ̅
   ̂ ∑  

 

 

   

 ∑    

 

   

 

 ̂  
∑     
 
      ̅ ̅

∑   
  

      ̅ 
 

karena 

   ̅ ̅     ̅∑    ̅

 

   

∑  

 

   

   ̅ ̅ 

   ̅      ̅∑  

 

   

   ̅  

maka diperoleh: 

 ̂  
∑     
 
     ̅ ∑     ̅

 
   ∑   

 
      ̅ ̅

∑   
  

      ̅ ∑   
 
      ̅
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 ̂  
∑ (    ̅
 
   )(    ̅)

∑ (  
 
     ̅) 

 

Jadi menurut Quadratullah (2013:22), penduga parameter dengan 

pendekatan kuadrat terkecil adalah: 

 ̂   ̅   ̂  ̅ (6) 

 ̂  
∑ (    ̅)(    ̅)
 
   

∑ (    ̅) 
 
   

 
(7) 

3. Sifat-sifat Estimator dengan Metode Least-Squares 

Pendugaan merupakan suatu pernyataan mengenai parameter 

populasi yang diketahui berdasarkan populasi dari sampel. Montgomery 

(2006:13-14) menyatakan, “Penduga least-squares adalah penduga tak 

bias linear terbaik (BLUE) dimana terbaik menyatakan variansi 

minimum (efisien)”. Menurut Quadratullah (2013:24) untuk melihat 

apakah estimator dari    dan    memiliki sifat BLUE atau tidak dapat 

dilihat dari 3 hal, yaitu: 

a. Linear 

Dengan model linear regresi sederhana pada persamaan ( ) 

dengan metode kuadrat terkecil diperoleh pendugaan parameter 

regresi. Dari persamaan ( ) diketahui 

 ̂  
∑ (    ̅)(    ̅)
 
   

∑ (    ̅) 
 
   

 

 
∑ (    ̅)  
 
   

∑ (    ̅) 
 
   

 
 ̅ ∑ (    ̅)
 
   

∑ (    ̅) 
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karena ∑ (    ̅)
 
      maka didapatkan 

 
∑ (    ̅)  
 
   

∑ (    ̅) 
 
   

 

 ∑    

 

    

 
(8) 

dimana  

   
    ̅

∑ (    ̅) 
 
   

 

(Gujarat, 1978:59) 

demikian juga untuk persamaan 

 ̂   ̅   ̂  ̂  
 

 
∑    ̅

 

   

∑    

 

   

 

Misalkan    (
 

 
  ̅ ∑   

 
   ) maka 

 ̂  ∑    

 

   

 
(9) 

Dari persamaan (8) dan (9) dapat dilihat bahwa  ̂  dan  ̂  adalah 

penduga linear (Quadratullah, 2013:25). 

b. Tidak Bias (Unbiased) 

Suatu penduga dikatakan tidak bias apabila nilai harapannya 

sama dengan nilai parameter sebenarnya (Quadratullah, 2013:25). 

Jadi, penduga  ̂ dikatakan sebagai penaksir yang tak bias dari 

parameter   jika  ( ̂)   . Dari model regresi linear sederhana 
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pada persamaan ( ) diperoleh pendugaan parameter dengan metode 

kuadrat terkecil seperti pada persamaan ( ) dan ( ). 

Untuk pendugaan parameter  ̂  didapatkan bahwa: 

 ( ̂ )   ( ̅   ̂  ̅) 

  (∑
  
 

 

   

  ̂ ∑
  
 

 

   

) 

 
 

 
 (    ̂   ) 

 
 

 
∑ 

 

   

(         ̂   ) 

 
 

 
{∑ 

 

   

(  )  ∑ 

 

    

(      ̂   )} 

 
 

 
      

 

 
( )     

 ( ̂ )     (10) 

Untuk menunjukkan bahwa  ̂  adalah penduga tak bias diperoleh 

 ( ̂ )   (
∑   (    ̅)
 
   

∑ (    ̅)
 
   

) 

 ( ̂ )   (∑    

 

   

) 

 ∑   

 

   

 (          ) 

karena diasumsikan bahwa  (  )     maka 
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 ( ̂ )  ∑   

 

   

(       ) 

 ( ̂ )    ∑   

 

   

   ∑    

 

   

 

lalu akan dicari nilai dari ∑    
 
   dan ∑     

 
    

∑   

 

   

 ∑(
(    ̅)

∑ (    ̅) 
 
   

) 

 

   

 

 ∑(
(    ̅)

∑ (        ̅   ̅ )
 
   

) 

 

   

 

 
∑    ∑  ̅ 

   
 
   

∑ (        ̅   ̅ )
 
   

 

 
  ̅    ̅

∑ (        ̅   ̅ )
 
   

   

sementara  

∑    

 

   

  ∑(
(    ̅)

∑ (    ̅) 
 
   

) 

 

   

   

 ∑(
(  
     ̅)

∑       ̅ ∑   
 
      ̅

  
   

) 

 

   

 

 
∑   

  
    ∑   ̅  

   

∑   
  

    ∑   ̅  
   

   

sehingga diperoleh  

 ( ̂ )    ( )    ( )     

 ( ̂ )     (11) 

Dari persamaan (10) dan (11) dapat disimpulkan bahwa  ̂   dan  ̂  

adalah penduga tidak bias (Quadratullah, 2013:26). 
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c. Terbaik (Best) 

Suatu penduga dikatakan best, jika penaksir tersebut 

memiliki nilai variansi terkecil dibandingkan dengan penaksir lain 

yang juga linear dan tidak bias (Qudratullah, 2013:27). Pertama-

tama akan dicari variansi dari  ̂  dan  ̂  

    ( ̂ )     (∑    

 

   

)  ∑  
 

 

   

    (  ) 

karena     (  )   
  maka 

    ( ̂ )   
 ∑  

 

 

   

 

   
∑ (    ̅
 
   ) 

(∑ (  
 
     ̅) ) 

 

    ( ̂ )  
  

∑ (  
 
     ̅) 

 
(12)l 

Sedangkan  

    ( ̂ )      (∑  

 

   

  ) 

karena     (  )   
  maka 

    ( ̂ )   
 ∑  

 

 

   

 

   ∑(
 

  
 
  ̅  
 
  ̅   

 )

 

   

 

   ∑(
 

  
 
  ̅  
 
  ̅   

 )
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    ( ̂ )   
 
∑  ̅  
   

 ∑ (    ̅) 
 
   

 
(13) 

Sekarang akan dibuktikan     ( ̂ ) dan     ( ̂ )
  memiliki 

variansi minimum. Menurut Quadratullah (2013:28), untuk 

membuktikan  ̂  memiliki variansi minimum, perlu dibandingkan 

dengan penaksir    lainnya yang memiliki sifat linear dan tidak bias 

(katakanlah   
 ). 

  
   ∑    

 

   

 
(14). 

dimana    juga bobot dengan    tidak perlu sama dengan   . Sekarang 

pandang ekspetasi   
 : 

 (  
 )   ∑   (  )  

 

   

∑  (       )

 

   

 

 (  
 )    ∑   

 

   

   ∑    

 

   

 

agar   
  tak bias maka haruslah ∑     

 
    dan ∑     

 
      

sehingga 

 (  
 )     (15) 

selanjutnya pandang variansi dari   
  

    (  
 )     (∑    

 

   

)  ∑  
 

 

   

    (  ) 

karena     (  )   
  maka 

    (  
 )    ∑  
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   ∑(  
  

    ̅

∑ (  
 
     ̅) 

 
    ̅

∑ (  
 
     ̅) 

)

 

   

  

 

   ∑(  
  

    ̅

∑ (  
 
     ̅) 

)

 

   

 

    ∑(
    ̅

∑ (  
 
     ̅) 

)(
    ̅

∑ (  
 
     ̅) 

)

 

   

   ∑(
    ̅

∑ (  
 
     ̅) 

)

  

   

 

karena    ∑ (
    ̅

∑ (  
 
     ̅) 

) (
    ̅

∑ (  
 
     ̅) 

) 
     , maka 

    (  
 )    ∑(  

  
    ̅

∑ (  
 
     ̅) 

)

 

   

 

   ∑(
    ̅

∑ (  
 
     ̅) 

)

  

   

 

    (  
 )    ∑(  

  
    ̅

∑ (  
 
     ̅) 

)

 

   

 

   
 

∑ (  
 
     ̅) 

 

Variansi   
  dapat diminimumkan hanya dengan manipulasi unsur 

pertama, yaitu 

  
  

    ̅

∑ (  
 
     ̅) 

 

sehingga  

    (  
 )     

 

∑ (  
 
     ̅) 

     ( ̂ ) 
(16) 
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Oleh karena nilai ∑   
  

      (selalu positif), maka 

    (  
 )       ( ̂ ). Hal ini menunjukkan bahwa  ̂  memiliki 

sifat best (variansi minimum). Dengan cara yang sama dapat pula 

dibuktikan  ̂   memiliki sifat best (variansi minimum) (Qudratullah, 

2013:30). 

4. Model Prediksi untuk    

Berdasarkan hasil pendugaan parameter yang diperoleh dari 

persamaan ( ) dan ( ) maka dapat dibentuk penaksiran model regresi 

linear sederhana yaitu: 

 ̂   ̂   ̂    (17) 

dimana 

 ̂  : nilai duga variabel terikat 

   : nilai variabel bebas 

 ̂  : titik potong terhadap sumbu   

 ̂  : kemiringan kurva linear  

   :          . 

5. Penaksiran tidak Bias untuk    

Jumlah kuadrat dari sisaan dinamakan dengan pendugaan dari 

variansi atau    (Montgomery dkk., 2006:20). Dimana perbedaan antara 

nilai observasi    dengan nilai dugaan variabel respon  ̂  disebut dengan 

galat atau residual, yaitu: 
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       ̂     ( ̂   ̂   ) (18) 

Jumlah kuadrat residualnya adalah: 

       ∑  
  ∑(    ̂ )

 

 

   

 

   

 ∑(   ( ̂   ̂   ))
 

 

   

 

       ∑  
    ̅  

 

   

 ̂ ∑  (   ̅)
  

 

   

 
(19) 

Nilai ekspetasi dari       adalah  (     )  (   ) 
   

Dengan derajat kebebasan bagi jumlah kuadrat sisaan adalah    . 

Maka pendugaan tak bias dari    adalah  

 ̂  
     
   

       

      adalah rataan dari kuadrat sisaan. Akar kuadrat dari  ̂  

bisa dikenal dengan standard error (se) regresi (Montgomery, 2006:20- 

21). Karena    biasanya tidak diketahui, maka harus diduga dari data 

dengan penaksir tak bias. Jadi, akan dibuktikan bahwa  ( ̂ )     

Dari model regresi linear sederhana                dan 

rata-rata model  ̅         ̅    ̅ diperoleh: 

     ̅    (     ̅)  (    )̅ 

ingat bahwa 

    ̂            ̅   ̂ (     ̅) 

dengan mensubstitusikan persamaan di atas diperoeh 

      (     ̅)  (    )̅   ̂ (     ̅) 

Jadi,  
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∑  
  (    ̂ )

 
∑(     ̅)

  ∑(    )̅
   (    ̂ ) 

∑(     ̅) (    )̅ 

 (∑  
 )  ∑(     ̅)

  (    ̂ )
 
  (∑(    )̅

 ) 

   (    ̂ )∑(     ̅) (    )̅ 

dimana 

∑(     ̅)
  (    ̂ )

 
          (∑(    )̅

  (   )   ) 

sehingga diperoleh 

 (∑  
 )     (   )             

jadi, kalau didefinisikan 

 ̂  
 (∑  

 )

   
    

yang menunjukkan bahwa  ̂  adalah penduga tak bias dari    yang 

sebenarnya. 

dimana 

 ̂  
     
   

 
∑ (    ̂ )

  
   

   
 

(20) 

Dalam aplikasi  ̂  bisa dilambangkan dengan    dan     merupakan 

derajat kebebasan (db) (Qudratullah, 2013:32). 

6. Uji Kecocokan Model (Goodness of Fit Test) 

Untuk mengetahui sejauh mana ketepatan dan kecocokan suatu 

garis regresi sampel dalam mencocokan sekumpulan data, diperlukan 
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suatu ukuran lazim yang dinamakan koefisien determinasi (  ). Menurut 

Gujarat (1987:44), dimana koefisien determinasi merupakan ukuran 

seberapa baik garis regresi mencocokan data (a measure of goodness of 

fit). Selain itu koefisien determinasi mencerminkan seberapa besar 

kemampuan variabel bebas dalam menjelaskan varians variabel 

terikatnya. Koefisien determinasi regresi linear sederhana didefinisikan 

sebagai berikut: 

   
     

     
   

     
     

   
∑ (    ̂ )
 
   

∑ (    ̅)
 
   

 

 
∑   (    ̅)
 
    

∑ (    ̅)
 
   

 

 

 

(21) 

dimana: 

       jumlah kuadrat residual  

       jumlah kuadrat regresi 

        jumlah kuadrat total 

Sembiring (1995:54-55) menyatakan bahwa, “Koefisien determinasi    

merupakan besaran nonnegative dengan batas       . Jika    

bernilai 1 berarti suatu kecocokan sempurna, sedangkan jika    bernilai 

nol berarti model regresi yang ada tidak menjelaskan sedikitpun variasi 

dalam variabel terikat. Jadi besarnya    lebih merupakan pengukuran 

dekat atau titik-titik pengamatan ke garis regresi”. 
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E. Inverse Regression 

Banyak permasalahan regresi yang melibatkan pendugaan atau 

prediksi, biasanya akan ditentukan berapa nilai   yang bersesuaian bila nilai 

  diberikan. Namun, ada yang terjadi sebaliknya yaitu akan ditentukan berapa 

nilai   yang bersesuaian bila nilai   diberikan. Permasalahan ini menurut 

Jones (2009:61) lebih dikenal sebagai regresi kebalikan (inverse regression). 

Menurut Montgomery dkk., (2006:488), Inverse Regression adalah apabila 

diketahui nilai observasi  , misalkan    maka dapat diduga nilai variabel 

bebas   . Permasalahan regresi kebalikan menurut Tellinghuisen (2000:585), 

juga dapat diselesaikan dengan menggunakan metode penduga classic. 

Apabila terdapat sebuah data dari suatu penelitian yang terdiri    dan 

   yang saling berhubungan, dimana          . Diasumsikan hubungan 

antara    dan    adalah linear. Sehingga didapatkan persamaan sebagai 

berikut: 

 ̂   ̂   ̂   (22) 

(Shein-Chung, 1990:220-221) 

Dari persamaan Linear (22) di atas didapatkan parameter dugaan yaitu  ̂  dan 

 ̂ , sehingga dapat diperkirakan  ̂  sebagai berikut: 

 ̂  
    ̂ 

 ̂ 
 

(23) 

langkah ini dinamakan pendekatan atau penduga classic dari Inverse 

Regression (Tellinghuisen, 2000:585). Selanjutnya akan ditentukan selang 

kepercayaan nilai aktual untuk observasi yang baru. Qudratullah (2013:44) 
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Selang kepercayaan untuk    dapat dibangun dengan menggunakan metode 

pada penyusunan selang kepercayaan untuk nilai observasi baru   , yaitu: 

   (       ) 

Sehingga diperoleh 

    ̂      ̂   ̂     (   
    ) (24) 

dimana     ̂  merupakan variabel acak dari distribusi normal dengan rataan 

nol dan variansi sebagai berikut: 

   ( ̂ )     ( ̂   ̂   ) 

    ( ̂ )    
    ( ̂ )         ( ̂   ̂ ) 

   (
 

 
 

( ̅) 

∑ (    ̅) 
 
   

)    
 

  

∑ (    ̅) 
 
   

    (
    ̅

∑ (    ̅) 
 
   

) 

   (
 

 
 
( ̅)    

      ̅

∑ (    ̅) 
 
   

)    (
 

 
 
(    ̅)

∑ (    ̅) 
 
   

) 

sehingga 

   (    ̂ )     ( ̂   ̂   )      (  ) 

   (
 

 
 
(    ̅)

∑ (    ̅) 
 
   

)     

   (    ̂ )   
 *  

 

 
 
(    ̅)

 

∑ (    ̅) 
 
   

+ 
(25) 

Misalkan  

   *  
 

 
 
(    ̅)

 

∑ (    ̅) 
 
   

+ 
(26) 

sehingga didapatkan  

   (    ̂ )   
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Karena observasi baru    saling bebas dengan  ̂   maka 

  
    ̂ 
  (    ̂ )

 
    ̂ 

√   (    ̂ )
 
    ̂   ̂   

 ̂ 
 

(27) 

dengan tingkat kepercayaan (   )     maka akan dibentuk selang 

kepercayaan bagi    

     *| |    
 ⁄     
+ 

  *      
 ⁄     
+ 

dengan mensubstitusikan persamaan (27) ke dalam pesamaan di atas 

diperoleh: 

(    ̂   ̂   )
 

 ̂   
    

 ⁄     
 

(    ̂   ̂   )
 
  ̂      

 ⁄     
   

Substitusikan persamaan (26)  dan ( ) kedalam persamaan  

(    ̂   ̂   )
 
  ̂      

 ⁄     
   

sehingga diperoleh 

 (   ( ̅   ̂  ̅)    ̂   )
 
  ̂ *  

 

 
 
(    ̅)

 

∑ (    ̅) 
 
   

+    
 ⁄     

 

   

 (    ̅   ̂  ̅    ̂   )
 
  ̂ *  

 

 
 
(    ̅)

 

∑ (    ̅) 
 
   

+    
 ⁄     

 

   

 (    ̅   ̂ ( ̅     ))
  
  ̂ *  

 

 
 
(    ̅)

 

∑ (    ̅) 
 
   

+    
 ⁄     
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   (    ̅) ̂ ( ̅     )   ̂ 

 
( ̅     )

   ̂    
 ⁄      

 
 ̂    

 ⁄      

 
 
(    ̅)

 

∑ (    ̅) 
 
   

 ̂    
 ⁄      

   

   
      ̅   ̅

      ̂ ( ̅     )    ̅ ̂ ( ̅     )   ̂ 
 
( ̅     )

 

  ̂    
 ⁄      

 
 ̂    

 ⁄      

 
 
(    ̅)

 

∑ (    ̅) 
 
   

 ̂    
 ⁄      

   

 [ ̂ 
 
 
 ̂    

 ⁄      

∑ (    ̅) 
 
   

] ( ̅    )
  [ (   ̂   ̅ ̂ )]( ̅    )

 [  
      ̅   ̅

   ̂    
 ⁄      

(  
 

 
)]    

 [ ̂ 
 
 
 ̂    

 ⁄      

∑ (    ̅) 
 
   

] ( ̅    )
  [  ̂ (    ̅)]( ̅    )

 [(  
   ̅)   ̂    

 ⁄      
(  
 

 
)]    

Kemudian, misalkan  ̅      , sehingga didapatkan  

[ ̂ 
 
 
 ̂    

 ⁄      

∑ (    ̅) 
 
   

]    [  ̂ (    ̅)] 

 [(  
   ̅)   ̂    

 ⁄      
(  
 

 
)]    

(28) 

Menurut Montgomery (2006:489), selang kepercayaan (   )     untuk 

observasi baru    adalah 

 ̅         ̅     

dimana    dan    adalah akar dari persamaan (  ). 
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BAB V 

PENUTUP 

A. Kesimpulan 

Adapun kesimpulan yang diperoleh dari perhitungan tersebut adalah: 

1. Berdasarkan hasil penelitian diperoleh model peramalan jumlah produksi 

ternak puyuh yang harus disediakan berdasarkan keuntungan hasil 

produksi menggunakan metode Inverse Regression dengan penduga 

classic sebagai berikut: 

                
                                   

   
 

 

2. Dengan tingkat kepercayaan sebesar     dan  ̅        , bentuk selang 

prediksi jumlah produksi ternak puyuh yang harus disediakan adalah 

sebagai berikut: 

 ̅  

                            √
        (                     ) 

                

           
 

                

 ̅  
                            √

        (                     ) 

                

           
 

Karena rata-rata hasil produksi dari ternak puyuh adalah     dari jumlah 

ternak, maka masing-masing selang prediksi dibagi dengan      untuk 

mendapatkan prediksi jumlah ternak puyuh yang harus diternakkan 

berdasarkan keuntungan hasil produksi. 
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B. Saran 

Adapun saran dalam penelitian ini adalah sebagai berikut: 

1. Melakukan penelitian lanjutan dengan mengambil lebih dari satu variabel 

bebas untuk memperoleh hasil prediksi yang lebih optimal.  

2. Melakukan penelitian yang lebih banyak (lebih dari 30 hari) agar data 

yang diperoleh lebih meyakinkan untuk hasil penelitian yang lebih 

akurat. 

3. Berdasarkan perhitungan dari hasil penelitian, agar keuntungan dari 

ternak puyuh pada Peternakan Laura dapat memenuhi semua kebutuhan 

peternak maka disarankan supaya peternak meningkatkan jumlah ternak 

peliharaanya. 
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